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What mesoscale signal does the altimeter reflect?
On the decomposition in baroclinic modes and on a surface-trapped mode
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ABSTRACT

This study is motivated by the ongoing debate on the dynamical properties of surface motions at mesoscales
that are measured by altimetry (for SSH) and microwave (for SST). The mesoscale signal seen by the altimeter is
often considered to be associated with the first baroclinic mode, but recent results indicate that SST spectra and
kinetic energy spectra derived from SSH have the same slope which is not consistent with this hypothesis. More-
over baroclinic modes are associated by definition with vanishing buoyancy anomalies at the ocean surface which
is obviously not the case. Here a careful derivation of the vertical modes is done using the concepts of quasi-
geostrophic potential vorticity (QG PV) theory. It is shownthat the surface condition linking the streamfunction
derivative and surface buoyancy necessitates to add a surface-trapped mode with no interior QG PV. The decom-
position of a geostrophic flow on baroclinic modes alone is therefore incomplete and a complete decomposition
involves both the surface mode and the barotropic/baroclinic modes. The surface mode is the generalization of
a Surface QG (SQG) solution and is not orthogonal in the standard sense with baroclinic modes as it strongly
projects at mesoscales on the first baroclinic mode. These results are illustrated with analytical examples and
with a realistic simulation of the North Atlantic ocean. Thesurface mode is shown to be as energetic as the in-
terior modes in the OGCM simulation. Moreover it dominates the surface mesoscale signal in most of the active
regions of the Atlantic. On the other hand, the first baroclinic mode becomes dominant at depth as expected by
previous results of the literature. The dominance of the surface mode at the surface is shown to be determined at
first order by the large-scale forcing of PV and surface buoyancy. These results point out the necessity of a new
interpretation of the surface dynamics and its coupling with the ocean interior for turbulent flows at mesoscales.

——————–

1. Introduction

The global coverage of satellite measurements of Sea
Surface Height and Sea Surface Temperature (and in some
years Sea Surface Salinity) highlights the need to better clar-
ify the link between the surface signal and the interior dy-
namics. This would allow a better assimilation of the surface
signal in operational models as the surface signal could be
propagated into the interior. Indeed some attempts have been
done in that direction using vertical EOFs (e.g. De Mey and
Robinson 1987) but we still need dynamical constraints to
improve the method. It is generally thought that mesoscale
motions at the ocean surface are strongly related to the first
baroclinic mode. This conjecture was proposed by Stammer
(1997) as he observed that the lengthscale of zero-crossing
of the spatial autocorrelation of the SSH was proportional
to the first Rossby deformation radius. This “suggests that
first-mode processes dominate observed SSH fluctuations”
(Stammer 1997). In addition, Wunsch (1997) examined the
partition of kinetic energy obtained by current meters into
vertical modes and showed that “surface kinetic energies are
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dominated by the first baroclinic mode”. These results from
direct observations were also confirmed in some manner by
numerical simulations. Smith and Vallis (2001) show, in
simulations of multi-layer quasi-geostrophic turbulence, that
the first baroclinic mode dominates the barotropic mode for
mesoscale kinetic energy for a stratification with a thermo-
cline. This was not the case for a stratification with constant
Brunt-Väisälä frequency. A somewhat similar result was
obtained by Scott and Arbic (2007) for a two-layer model
of quasi-geostrophic turbulence. Recently, Scott and Wang
(2005) have computed the spectral kinetic eddy flux from
altimetry and showed that it was associated with an inverse
energy cascade at ocean surface. This was also confirmed
by Schlosser and Eden (2007) in a numerical simulation of
the North Atlantic. The standard theory of geostrophic tur-
bulence states that the baroclinic mode should have a direct
cascade, so there is some paradox between this result and
the general assumption relating the surface motions with the
baroclinic mode. Scott and Arbic (2007) proposed an expla-
nation based on the fact that there can be upscale fluxes of
baroclinic kinetic energy when a thermocline is present.

However an alternative scenario can be proposed from
the results of Lapeyre and Klein (2006a). This study shows
that the vertical mode decomposition is incomplete as one
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should take into account the boundary condition at the ocean
surface. This condition states that surface density is pro-
portional to the vertical derivative of the streamfunctionand
induces a surface-trapped mode, known as a Surface Quasi-
Geostrophic mode, for which interior QG PV is uniform.
Lapeyre and Klein (2006a) show that, in a numerical simu-
lation of an unstable baroclinic front, the SQG solution tends
to dominate in the first 500 meters of the ocean. Additional
evidence of the pertinence of the SQG model for the up-
per ocean mesoscales was shown by reconstruction of ve-
locity field from SST field using satellite orin situ observa-
tions (Isern-Fontanet et al. 2006; LaCasce and Mahadevan
2006) or using numerical simulations (Lapeyre and Klein
2006a; LaCasce and Mahadevan 2006; Klein et al. 2007;
Isern-Fontanet et al. 2007). Another evidence of the perti-
nence of the SQG solution is its associated upscale flux of
surface kinetic energy (Capet et al. 2007; Klein et al. 2007),
which may explain Scott and Wang (2005) finding. A source
of kinetic energy at meso and submesoscales (due to fronto-
genesis processes) compensates this flux so that the surface
kinetic energy cascades downscale (Capet et al. 2007). It
is therefore plausible that the surface motions may repre-
sent SQG motions. However this theory does not take into
account the interior PV anomalies that may also be impor-
tant for the dynamics. Another important aspect of the study
of Lapeyre and Klein (2006a) is that the kinetic energy and
SST spectra should have the same slope at mesoscale, which
was confirmed by comparison of altimetry and microwave
SST (Isern-Fontanet et al. 2006) and in an OGCM simula-
tion (Isern-Fontanet et al. 2007). This behavior cannot be
explained if the surface were associated with the first baro-
clinic mode. In that case, the SST (or the potential energy in
the upper layers) spectrum should be steeper than KE as ob-
served in idealized simulations which have no surface buoy-
ancy anomaly (Smith and Vallis 2001). This tends to favor
the interpretation of Lapeyre and Klein (2006a) about the
importance of the surface mode for mesoscale dynamics.

To better understand what represents the surface motions,
a decomposition of the mesoscale dynamics of a simulation
of the North Atlantic Ocean into vertical modes is performed
taking into account the proper surface condition. The model
used here is the POP model at1/10◦ (Smith et al. 2000;
Bryan et al. 2007) that resolves the mesoscale dynamics with
realistic forcing and is suitable for this type of study. A
comparison with TOPEX altimeter data has indeed shown
that it had similar characteristics in terms of energy and
lengthscales (Brachet et al. 2004). In Section 2, the verti-
cal modes are carefully derived with the introduction of the
surface-trapped mode that satisfy the surface boundary con-
dition. The argument is similar to the one of Dutton (1974),
Held et al. (1985) and Tung and Welch (2001): when one
uses modal decomposition for a Sturm-Liouville problem,
the boundary conditions are crucial for the existence and
completeness of the eigenvectors of the problem. If not, a
continuous spectrum of eigenvalues is necessary to close the
problem. If the modes verify homogeneous boundary con-
ditions and if the solution we seek satisfies inhomogeneous
boundary conditions, the convergence of the expansion in
modes is not uniform (Held et al. 1985). It will be shown

that the interior modes are completed with a surface-trapped
solution. Both types of modes (interior and surface) have a
signature at the surface in terms of velocity field, but only
the surface trapped solution has a signature in density at the
surface. In Section 3, some aspects of a complete decom-
position involving the surface mode will be detailed. This
technique will be applied in Section 4 to examine the out-
put of a realistic simulation of the North Atlantic Ocean to
see whether the surface trapped mode dominates the total
solution at the ocean surface. Results will be discussed and
interpreted in Section 6. Finally conclusions will be drawn.

2. Posing the problem

In physical oceanography, the splitting between horizon-
tal and vertical coordinates is often used with the help of
vertical modes. Its application for the QG theory was first
done by Charney (1971), then discussed by Dutton (1974),
Flierl (1978) and Philander (1978) among others. The verti-
cal modes appear as a byproduct of the QG potential vortic-
ity (as shown below). The QGPV is

PV = f + ∇2ψ +
∂

∂z

(
f2

0

N2

∂ψ

∂z

)
(1)

whereψ is the streamfunction,f the Coriolis parameter (f0
its value at a given latitude) andN the Brunt-Väisälä fre-
quency. QGPV is conserved along geostrophic Lagrangian
trajectories in absence of forcing and dissipation:

∂PV

∂t
+ u · ∇PV = 0 (2)

with u = (−∂ψ/∂y, ∂ψ/∂x). The linear operator in (1)
that passes from streamfunction to PV is elliptic in general
(becauseN2 > 0 in stable stratification). To obtain the
streamfunction, (1) needs to be inverted under proper bound-
ary conditions, and in particular at the ocean surface. These
conditions are associated with prognostic equations to com-
plete the QG model and can be obtained using the hydro-
static and QG balances

b = f0
∂ψ

∂z
(3)

whereb = −gρ/ρ0 is buoyancy anomaly andρ is density.
Linearizing surface pressure equation

patm = p(x, y, z = 0) − ρ0gh (4)

whereh is Sea Surface Height (SSH), the equation of SSH
and surface buoyancy are

(
∂

∂t
+ us · ∇

)
h = w (5a)

(
∂

∂t
+ us · ∇

)
bs = −N2

sw (5b)

whereus is the horizontal velocity,bs buoyancy,w is the
vertical velocity, all evaluated at the ocean surface (z = 0).
The evolution of the surface fields are then

(
∂

∂t
+ us · ∇

)(
∂ψ

∂z
+
N2

s

g
ψ

)
= 0 . (6)
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In the rigid lid case, this condition simplifies into
(
∂

∂t
+ us · ∇

)
∂ψ

∂z
= 0. (7)

at z = 0. The surface boundary condition is thus given by

bs = f0
∂ψ

∂z

∣∣∣∣
z=0

(8)

With this condition1, it is possible to invert PV and have a
fully prognostic QG model.

To invert (1) and (8), it is useful to split the solution in
two partsψint andψsur (see Lapeyre and Klein 2006a, for
more details),

f + ∇2ψint +
∂

∂z

(
f2

0

N2

∂ψint

∂z

)
= PV (9)

∂ψint

∂z

∣∣∣∣
z=0

= 0

and

∇2ψsur +
∂

∂z

(
f2

0

N2

∂ψsur

∂z

)
= 0 (10)

∂ψsur

∂z

∣∣∣∣
z=0

=
bs
f0

These two solutions are related to two different problems:
ψint is associated with interior PV anomalies with no surface
buoyancy anomalies. This is the standard paradigm of PV
layers in the Phillips model of baroclinic instability.ψsur

is associated with the surface buoyancy anomaly with uni-
form interior PV. This is the standard paradigm of surface
anomalies in the Eady problem of baroclinic instability. The
surface buoyancy plays the same role as an interior PV if it
is replaced with a Dirac distribution (Bretherton 1966).

The classical vertical modes (barotropic and baroclinic)
actually appear when one solves (9) by separating the hori-
zontal and vertical components. These modes, that will be
notedFj(z), verify a Sturm-Liouville equation with eigen-
values−λ−2

j ,

∂

∂z

(
f2

0

N2

∂Fj

∂z

)
= −λ−2

j Fj (11a)

∂Fj

∂z

∣∣∣∣
z=0

= 0 (11b)

whereλj are the Rossby deformation radii. The deformation
radii were computed (at least for the first baroclinic one) for
different regions of the world ocean (Chelton et al. 1998,
and references therein). Using the vertical modesFj , the
solution of (9) can be written as

ψint(x, y, z) =
∑

j

φj(x, y)Fj(z) (12)

1There is also a similar condition at the bottom of the ocean but only the
case of vanishing buoyancy anomaly at depth will be considered. The hor-
izontal boundary conditions correspond to a doubly-periodic ocean. This
should not modify the argument.

with

∇2φj − λ−2

j φj =

∫ 0

−H

PV (x, y, z)Fj(z)dz (13)

The modal decomposition is also done for the theory of lin-
ear inertia-gravity waves for which the boundary conditions
are different (see Gill 1984). Here, the modesFj allow to
solve equations (1) and (8) associated with prognostic equa-
tions (2) and (7), in the case of linear Rossby waves. In this
situation and for the linear baroclinic instability problem for
a resting ocean with flat bottom (see e.g. Flierl 1978), the
buoyancy equation at the surface (7) reduces to

∂

∂t

∂ψ

∂z
= 0 (14)

and ∂zψ vanishes at the ocean surface. Therefore, lin-
ear Rossby waves do not need a solution forψsur . Other
modes, but with special properties at the ocean surface,
can be obtained in the case of surface intensified motions
(McWilliams and Shen 1980). For nonlinear dynamics,
such as driven by mesoscale eddies, the surface equation is
fully nonlinear and one cannot a priori neglect surface buoy-
ancy anomalies. In fact, SST (and surface mesoscale buoy-
ancy anomalies drive a rich submesoscale dynamics associ-
ated with high relative enstrophy and strong frontogenesis
(Lapeyre et al. 2006; Lapeyre and Klein 2006b; Klein et al.
2007).

The dynamics associated withψsur has been extensively
studied in the atmospheric context of the Eady model (uni-
form PV between two horizontal surfaces and constantN2).
It can be called a surface trapped mode because it corre-
sponds to a solution decreasing with depth. In the case of
constantN2, the solution is just

ψ̂sur(k, z) =
b̂s(k)

kN
exp

(
Nkz

f0

)
(15)

for an infinite ocean. Herê() denotes horizontal Fourier
transform,k is the horizontal wavevector andk is its mod-
ulus. This is a SQG solution which decays exponentially
with depth. The smaller horizontal structures (largek) have
a smaller decay scale, which preserves the 3-D isotropy. A
property of this system is that buoyancy and kinetic energy
have the same spectra at the ocean surface. Also, the vertical
structure is scale-dependent contrary to baroclinic modesfor
which the vertical structure is independent on the horizontal
scale. This is due to the constraint of uniform PV. More
details on this type of solution can be found in Held et al.
(1995) and Lapeyre and Klein (2006a).

In the oceanic context, standard QG turbulence simula-
tions do not have considered motions associated withψsur

because they all assume no buoyancy anomaly at the surface
(McWilliams and Chow 1981; Hua and Haidvogel 1986;
Smith and Vallis 2001). The same shortcoming exists for
analysis of observations (McWilliams et al. 1986; Wunsch
1997, among others). Only recent studies of stratified turbu-
lence (Lapeyre and Klein 2006a; Lapeyre et al. 2006; Klein
et al. 2007) have highlighted the important role of surface
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buoyancy anomalies for the dynamics of upper oceanic lay-
ers.

Therefore the geostrophic flowψ cannot be a priori de-
composed into vertical modesFj , because these modes for-
bid the existence of a surface buoyancy anomaly. In this
sense, they are “incomplete”. Decomposingψ(x, y, z) into
vertical modes neglecting the boundary condition is equiv-
alent to project the surface modeψsur on the vertical ba-
rotropic/baroclinic modes: the reconstructed field will not
verify the surface condition (8) for buoyancy, even if the re-
constructed streamfunction may resemble the true stream-
function. As a result, part of the total energy may not be
captured.

3. Complete and incomplete decomposition

Using the results of the preceding section, a “complete”
decomposition of a geostrophic flow must be written as

ψ̂(k, z) = γ̂(k)Ê(k, z) +

n∑

j=0

α̂j(k)Fj(z) (16)

The first term on the right hand side corresponds to the “sur-
face mode” whereas the sum corresponds to the “interior
modes” (barotropic and baroclinic). For each wavenumber
k, Ê(k, z) verifies

−k2Ê +
∂

∂z

(
f2

0

N2

∂Ê

∂z

)
= 0 (17)

with ∂zÊ = 1 at z = 0 and∂zÊ = 0 at z = −H . The de-
composition (16) will be called “complete” since it takes into
account the surface condition. Details concerning the tech-
nical aspect decomposition are given in the Appendix and
it was validated on two test cases: one with a surface mode
and a baroclinic mode with a constantN2, the other one
with an exponential stratification profile with only a baro-
clinic mode (not shown). An “incomplete” decomposition
consists in finding the coefficientŝβj(k) that satisfy

ψ̂(k, z) =

n∑

j=0

β̂j(k)Fj(z) (18)

The solution of such a problem will not verify the surface
condition since∂zFj = 0 at the surface. The coefficients
β̂j(k) can be found by the relation

β̂j(k) =

∫
0

−H

Fj(z)ψ̂(k, z)dz (19)

Figure 1b represents the first three vertical modes and the
surface modes for three different wavelength for the Gulf
Stream stratification that will be examined more in details
in Section 4a. Its stratification is shown in Fig. 1a. The
vertical profiles of the modes are typical and do not change
qualitatively in other regions. The first baroclinic mode cor-
responds to a Rossby deformation radius of 31 km and has
its zero-crossing at 900 m. The second baroclinic mode has
a deformation radius of 13 km with two zero crossings, one

at 300 m and another one at 1540 m. The first 7 baroclinic
modes are intensified in the first two thousands of meters
(not shown) due to the presence of the thermocline. The sur-
face modeÊ(k, z) is also intensified in the first 1000 me-
ters for wavelengths between 30 and 550 km and decays
with depth. The smaller wavelengths are associated with the
stronger decay as consistent with SQG solution (15). Also
the presence of a strong barotropic component for larger
wavelengths can be noted.

To see whether the surface mode can be mistaken with in-
terior baroclinic modes, the projection of̂E onto the modes
Fn can be computed. This gives an “incomplete” decompo-
sition

Ê(k, z) =
n∑

j=0

β̂j(k)Fj(z) + residue (20)

Dividing by Ê(k, z = 0) and evaluating atz = 0 gives

1 =
n∑

j=0

β̂j(k)Fj(0)

Ê(k, 0)
+
residue

Ê(k, 0)
(21)

Figure 2a presentŝβj(k)Fj(0)/Ê(k, 0) as a function of
wavelength for the Gulf Stream stratification and usingn =
7. The surface mode essentially projects on the first baro-
clinic mode for wavelengths smaller than 300 km. For
lengthscales between 70 km and 300 km, this mode repre-
sents more than 45% of the signal. At larger scales, the
surface mode essentially projects on the barotropic mode
and this projection increases as wavelength increases. For
lengthscales smaller than 180 km, the second contribution
comes from the second baroclinic mode, while it comes from
the barotropic mode for wavelengths between 180 km and
300 km. Using only 8 modes, the sum of the projections rep-
resents more than 95% of the signal for lengthscales larger
than 90 km. For smaller lengthscales, there is some equipar-
tition of the projection between all the baroclinic modes and
the projection becomes incomplete. At 10 km, the residue
represents more than 50% of the total which indicates that
the interior modes are not able to quantitatively represent
the surface mode at these scales. This demonstrates clearly
that an incomplete decomposition will strengthen the baro-
clinic signal at mesoscales because the surface mode will be
falsely added to the first baroclinic mode signal.

The case of a constant stratificationN2 gives further in-
sight on the degree of projection of the surface mode onto
the interior modes. In that case, the surface mode writes

Ê(k, z) =
H cosh(x(z′ + 1))

x sinh(x)
(22)

wherex = NkH/f0 andz′ = z/H . Its vertical derivative
is

∂Ê

∂z
=

sinh(x(z′ + 1))

sinh(x)
(23)

which satisfies∂Ê
∂z

(z = 0) = 1 and ∂Ê
∂z

(z = −H) = 0. The
interior modes are

Fm(z) =

√
2

H
cos(mπz′) (24)
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(a) stratification
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FIG. 1. (a) Vertical profile ofN/f0 for three oceanic regions:
continuous line: Gulf Stream; dashed line: North Atlantic Drift;
dash-dotted line: Azores current. (b) First 4 interior modesFj(z)

(in blue) and surface modêE(k = 2π/l, z) for l = 100 km (red
solid line), l = 550 km (red dashed line),l = 30 km (red dash-
dotted line). The different curves have been normalized so that
ψ = 1 at z = 0. The modes were computed for the GS region.

for m ≥ 1 andF0 = 1/
√
H . The projection of the surface

mode on the interior modes gives

β̂0 =

∫ 0

−H

ÊF0dz =
H
√
H

x2
(25)

and

β̂j =

∫
0

−H

ÊFjdz =
H
√

2H

x2 + j2π2
(26)

for j ≥ 1.

Figure 2b shows the ratiôβj(k)Fj(z = 0)/Ê(k, z = 0)
using parametersN/f0 = 50 andH = 4000 m. This model
with constant stratification qualitatively reproduces thefea-
tures obtained for realistic stratification (compare Fig. 2a
and b). Forx tending to zero, the ratio of̂βj(k)Fj(z =

0)/β̂0(k)F0(z = 0) tends to zero forj ≥ 1, which means
that the barotropic mode entirely dominates the signal at
large scales. This is because the vertical decay scale ofÊ
is proportional to the horizontal scale so that the verticalde-
cay is very weak for large scales. Forx tending to infin-
ity, β̂i(k)Fi(z = 0)/β̂j(k)Fj(z = 0) tends to 1 fori and
j ≥ 1, which means that there is equipartition of the projec-

(a) Projection of surf. mode on int. modes (GS region)
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(b) Projection of surf. mode on int. modes (constant N2)
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FIG. 2. Projection of the surface mode evaluated atz = 0 into
the interior modes as a function of wavelength (in km). (a) For GS
region. (b) For analytical solution with constantN2. Blue thin and
solid line, barotropic modej = 0; blue dashed line, first baroclinic
(BC) modej = 1; blue dotted line,j = 2. Red solid,j = 3; red
dashed,j = 4; red dash-dotted,j = 5. The thick blue line is the
sum of the first 8 interior modes. For figure (b) The thick dashed
line is the reconstruction with 80 modes and the thick dash-dotted
line is with 800 modes.

tions between the baroclinic modes for small scales. More-
over the barotropic contribution is twice smaller than the first
baroclinic mode (̂β1(k)F1(z = 0)/β̂0(k)F0(z = 0) → 2),
which explains why there is a range at mesoscale where the
projection on the first baroclinic mode dominates. The baro-
clinic components are larger for a real stratification than for
the constantN2 case. This may be due to the presence of a
thermocline that is known to increases baroclinic motions in-
tensified near the surface (Hua and Haidvogel 1986; Smith
and Vallis 2001). Finally, as shown on Fig. 2b, increasing
the number of interior modes allows to reconstruct the sur-
face streamfunction down to a lengthscale that decays with
the number of modes.

The reconstruction for different depths also provides some
information on the degree of projection of the surface mode
on the interior modes. Figure 3a shows the incomplete re-
construction of the surface mode streamfunction using 10,
100 and 1000 modes for a typical wavelength of 173 km
(similar results are found for other wavelengths). Ten modes
are not sufficient to correctly simulate the exponential decay
of the streamfunction in the vertical. The quality of the re-
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(a) streamfunction reconstruction
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(b) buoyancy reconstruction
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FIG. 3. (a) red solid line: vertical profile of the streamfunction
Ê(k, z) for 2π/k = 173 km. Blue solid line: reconstruction using
10 interior modesFj ; thin dashed line: using 100 modes; thin dash-
dotted line: using 1000 modes. Reconstruction with 100 and 1000
modes superpose almost exactly withÊ(k, z). (b) Same definition
as in (a) but for∂zÊ(k, z).

construction greatly improves for all depths when one passes
to 100 or 1000 modes. The reconstruction of the vertical
derivative of the streamfunction that serves to reconstruct
the buoyancy (Fig. 3b) shows that the modes do not repre-
sent the surface condition (because they satisfy∂zFj = 0).
The relative error forz < 0 is quite large for all depths for
a 10 mode reconstruction (larger than 50%) and the recon-
struction is slow to converge, even with 100 modes (error
of 8%). This is because the incomplete reconstruction is re-
sponsible of a Gibbs phenomenon at the ocean surface that
creates oscillations in the reconstruction in the first hundreds
of meters.

4. Results

To quantify the importance of the surface mode, the out-
put of a realistic simulation of the North Atlantic Ocean
can be examined. The simulation used here was done with
the POP model with a resolution of1/10◦ of degree over a
stretched vertical grid of 40 levels and is forced with real-
istic winds and heat fluxes. A daily average taken in Jan-
uary 2002 is made to filter a large part of near-inertial waves
so that only the balance part of the flow can be examined.

The decomposition has been made on domains of10◦ by
10◦ over the North Atlantic Ocean between30

◦

N and50
◦

N
and70

◦

W and10
◦

W. The properties are qualitatively simi-
lar through the Atlantic Ocean and three sub-regions where
the mesoscale activity is important are analyzed in details,
one in the Gulf Stream (noted GS), one in the North Atlantic
Drift (NAD) and a last one in the Azores Current (AC).

In each domain, data are interpolated on a grid of 256×256
points, and then the box is made periodic using mirror sym-
metry for buoyancy inx andy (and reversing the sign of the
velocity field to adequately preserve the thermal wind bal-
ance). To create missing data on islands and seamounts, the
following procedure was applied: at each level, points where
the bathymetry outcrops the level are replaced by a weighted
mean over a region of2◦ of longitude by2◦ of latitude. The
weight decays exponentially with the square of the distance.
The velocity field obtained by this method is continuous on
the horizontal which allows to use horizontal Fourier trans-
forms (other details are provided in the Appendix). The re-
sults are not very sensitive to the details of the method as
long as the bottom buoyancy anomalies are weak. The dif-
ferent decompositions were done usingn = 7 which gives
sufficient good reconstruction as will be shown later.

First, the Brunt-Väisälä frequency is shown in Fig. 1a for
these three regions. In the Gulf-Stream and the Azores cur-
rent, a seasonal thermocline is present around 200-300 me-
ters. The main thermocline is located at deeper levels rang-
ing from 400 m for the North Atlantic Drift to 800 m for
the Azores current. For each regions, the surface layers are
weakly stratified because of the winter conditions.

a. Region near the Gulf Stream

The first region is located between70
◦

W and60
◦

W and
between30◦N and40◦N in the Gulf Stream area. This re-
gion has a strong mesoscale activity with many eddy interac-
tions. The kinetic energy is intensified at the surface and de-
cays with depth (Fig. 5a). The buoyancy r.m.s. at mesoscale
(for which wavelengths larger than 400 km have been fil-
tered) has a maximum just underneath the mixed layer (at
200m) and decays with depth (Fig. 4a). These results con-
firm that the mesoscale activity is concentrated in the up-
per ocean and this may be attributed to the presence of a
strong thermocline (Hua and Haidvogel 1986; Smith and
Vallis 2001).

The complete and incomplete decompositions can be an-
alyzed in terms of representing the total flow. Both meth-
ods are able to correctly represent the mean kinetic energy
(KE) except in the first 80 meters (not shown). Concerning
the buoyancy r.m.s., the reconstruction using the complete
method is relatively good below the mixed layer and at the
surface (Fig. 4a). However, it does not give the right variance
at the bottom of the mixed layer. The situation is worse for
the incomplete method. In that case, the buoyancy anomaly
reconstruction vanishes at the surface and is quite small in
the first 100 meters, so that there is a systematic error due to
the reconstruction down to 400 meters. This error can still
be detected down to 1100 m (on the contrary of the com-
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(a) buoyancy r.m.s.
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FIG. 4. (a) Vertical profile of the buoyancy r.m.s. (scales larger
than 400 km have been filtered). Dashed line, reconstructionusing
complete method. Dash-dotted line, reconstruction using incom-
plete method. In blue, for GS, in red for AC and in black for NAD.
(b) Vertical profile of the r.m.s. of the difference of reconstruction
(solid line is complete and dashed line is incomplete method) for
the three oceanic regions.

plete method which gives the right buoyancy r.m.s. below
500 m). The r.m.s. of the difference of the true buoyancy
with its reconstruction confirms this result (Fig. 4b) since
the complete reconstruction gives much smaller r.m.s for the
first 300 meters than the incomplete reconstruction. This is
consistent with the analytical decomposition example with
constantN2 of Section 3 since the incomplete method is still
able to reconstruct the kinetic energy but has more difficulty
in reconstructing the buoyancy variance.

The kinetic energy of the different vertical modes (in-
terior and surface) can be separately evaluated at different
depths to determine their relative importance. A caveat is
that the modes are not orthogonal in the sense that the scalar
product of surface velocity of two different baroclinic modes
〈ui · uj〉 = 〈∇αi · ∇αj〉Fi(z = 0)Fj(z = 0) is not equal
to zero becauseFi(z = 0)Fj(z = 0) 6= 0 for i 6= j (here〈 〉
is the horizontal mean). This means that the sum of the sur-
face kinetic energy of each mode is not the surface kinetic
energy of the sum of the modes. As can be seen in Fig. 5a,
in this region the kinetic energy of the surface mode domi-
nates in the first 600 meters and is twice as large as the ob-
served kinetic energy. The first baroclinic mode represents

(a) kinetic energy decomposition for GS region

0 0.2 0.4 0.6 0.8 1
−1200

−1000

−800

−600

−400

−200

0

(b) density variance decomposition for GS region
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FIG. 5. (a) Vertical profile of the mean kinetic energy (in blue).
Solid red line, KE of surface mode; red dash line, KE of the sum
of interior modes; black continuous line, barotropic mode;dashed
black line, first baroclinic mode; black dash-dotted line, second
baroclinic mode. (b) Same meaning but for density variance.Dot-
ted line represents the third baroclinic mode.

the second larger contribution, as large as the observed KE.
In fact, as shown in Tab. 1, the first baroclinic and the surface
modes are in opposing phase so that their contribution can-
cel each other. This explains why their energy is larger than
the observed KE. The decomposition of the buoyancy vari-
ance (Fig. 5b) shows that the surface mode dominates the

Correlation SMOD IMOD BT BC1

vorticity GS 0.80 -0.50 -0.36 -0.42
NAD 0.77 -0.32 -0.13 -0.18
AC 0.57 0.81 0.30 0.66

zonal velocity GS 0.79 -0.38 -0.31 -0.33
NAD 0.81 -0.29 -0.39 -0.10
AC 0.58 0.88 0.53 0.82

meridional velocity GS 0.81 -0.41 -0.29 -0.36
NAD 0.79 -0.15 -0.07 -0.16
AC 0.54 0.80 0.22 0.80

TABLE 1. Correlation coefficient of the different modes with
the observed fields (vorticity, zonal and meridional velocities and
buoyancy) at ocean surface. SMOD stands for Surface mode,
IMOD for sum of interior modes, BT for barotropic mode and BC1
for first baroclinic mode.
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(a) Observed surface vorticity (GS region)
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(b) Surface mode vorticity
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(c) barotropic mode vorticity
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(d) first baroclinic mode vorticity
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FIG. 6. (a) In color relative vorticity (divided byf0) at surface, arrows are horizontal velocities at the surface; (b) of the surface mode;
(c) of the barotropic mode (complete method); (d) of first baroclinic mode (complete method). The same velocity scale wasused to draw
the arrows on each figure. The figure corresponds to the Gulf Stream region.

signal down to 600 m. The interior modes vanish at the sur-
face but are quite important below 150 m, that is underneath
the mixed layer base. The buoyancy variance is partitioned
relatively evenly between the different baroclinic modes be-
tween 100 and 300 meters. Below, it is the first baroclinic
mode that dominates.

To confirm the importance of the surface mode, the spa-
tial fields at the surface can be examined. Figure 6 shows
that the surface mode captures all the mesoscale signal in rel-
ative vorticity overestimating it, in particular at small scales.
It has a strong correlation (0.80) with the true vorticity atthe
surface (Tab. 1). The first baroclinic mode is smaller and
tends to diminish the high values of the surface mode (since
it is of opposite sign in most regions and with a correlation of
-0.42 with the true vorticity). The barotropic mode is negli-
gible and captures larger scale structures. The velocity field
displays similar characteristics although it down-weights the
effect of small scales present in the vorticity field. This be-
havior can be interpreted as this: the surface mode is trig-
gered by the surface buoyancy anomalies. Because of that,
it will enhance small-scale structures through frontogenesis
processes, and thus increases their vorticity signal.

The kinetic energy spectra of the different modes at the
ocean surface are shown in Fig. 7a. The surface mode dom-

inates the surface KE signal in the range of 30 km (corre-
sponding tok = 0.2 km−1) to 800 km. Moreover it peaks at
very large scales because of the presence of the large-scale
buoyancy gradients. At small scales, it decays faster than
the true kinetic energy. The KE spectrum due to interior
modes is also larger than the observed surface KE spectrum
for all wavelengths. The partition between vertical modes
shows the dominance of the first baroclinic mode for scales
smaller than 500 km. This mode is the dominant one for
scales smaller than 30 km. For scales larger than 500 km,
the barotropic mode is the most important. The barotropic
signal cancels the surface mode contribution (remember that
for theses scales, the surface mode essentially gives a baro-
tropic component).

The situation is much different at depth. At 460 m, both
surface and interior modes have a positive correlation with
the model vorticity field (Tab. 2). At this depth, the interior
modes and the surface mode have comparable kinetic ener-
gies (Fig. 5a). The zonal and meridional velocity fields still
correlate with the surface mode. However, the model veloc-
ity field does not correlate with the interior modes. This sur-
prising result can be understood by looking at the KE spectra
at 460 m (Fig. 7b). The surface mode dominates the inte-
rior modes only in a limited range of wavelengths (between
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(a) KE decomposition spectra at z=0 m (GS region)
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FIG. 7. Spectra of model kinetic energy (thick black line), surface mode KE (blue solid line), interior mode KE (blue dashed line) at
z = 0 m (a) andz = 460 m (b). The red solid line is the barotropic mode, the red dashed line the first baroclinic and the red dash-dotted
line the second baroclinic mode. For the regions GS.

Correlation SMOD IMOD BT BC1

vorticity GS 0.39 0.33 0.14 0.18
NAD 0.49 0.42 0.22 0.18
AC 0.24 0.94 0.41 0.83

zonal velocity GS 0.59 0.10 0.11 0.01
NAD 0.64 -0.04 -0.12 0.09
AC 0.53 0.91 0.71 0.87

meridional velocity GS 0.67 -0.06 -0.15 -0.06
NAD 0.59 0.22 0.25 0.05
AC 0.31 0.92 0.70 0.84

TABLE 2. Correlation between the different modes and vorticity,
zonal and meridional velocity and buoyancy, atz = −480 m. Same
definition as in Fig. 1

100 km and 600 km) and then rapidly decays below 100 km.
It will be positively correlated with the observed velocity
field due to the energetic 100-600 scales. This is true for
the vorticity field as well. Therefore, between 100 km and
600 km, the interior modes are anti-correlated with the sur-
face mode in order to counteract the too strong value of the
surface mode. For scales smaller than 100 km, the interior
modes dominate the surface mode so that the interior modes
will be positively correlated with the observed velocity field.
It can be concluded that the interior modes have both posi-
tive and negative correlations with the true fields depending
on the scales. The vorticity field highlights more small scales
so that the positive correlation dominates. On the contrary,
the velocity field weights equivalently the different scales
and consequently both positive and negative correlations,so
that the total correlation is close to zero, as observed (Tab. 2).

b. North Atlantic drift

The second active region is between40
◦

W and 30
◦

W
and40

◦

N and50
◦

N in the North Atlantic Drift. In this re-
gion, the kinetic energy is still intensified at the surface (not
shown) and the buoyancy r.m.s. is intensified at 200 m un-
derneath the mixed layer (Fig.4a). The r.m.s. of the buoy-
ancy is still better represented with the complete decomposi-
tion than with the incomplete decomposition and differences

can be observed down to 700 m. In the mixed layer, the com-
plete decomposition gives correct r.m.s values, which was
not the case for the Gulf Stream area. In the NAD region, the
mixed layer is quite deep reaching 100 m depth. The r.m.s.
of the difference between the different reconstructions and
the observed buoyancy (Fig. 4b) confirms that the complete
method better represents the buoyancy field, as expected.

As shown in Fig. 8, the situation at the ocean surface
is rather similar to the Gulf Stream region. The veloc-
ity and vorticity fields of the surface mode are larger than
the observed fields and small scales are strongly enhanced.
The first baroclinic mode is in opposite phase to the sur-
face mode, and the barotropic mode displays larger scale
structures but of weaker intensity. This qualitative picture
is confirmed by the correlations computed at ocean surface
(Tab. 1) which are very similar to the correlations for the
Gulf Stream region, except that the correlations of the first
baroclinic mode with the surface flow are smaller. The rea-
son is that the KE of the surface mode and the observed KE
are closer in the NAD case than in the case of the GS re-
gion (compare the kinetic energy spectra of Fig. 9 with 7a).
Henceforth the interior modes do not need to strongly anti-
correlate with the surface mode, and thus with the observed
fields. Apart from this difference, the surface kinetic spec-
tra are very similar to the Gulf Stream region at the ocean
surface (Fig. 9). At 460 m, the situation is qualitatively the
same as in the GS region (not shown) and the spatial correla-
tions present the same characteristics with weak correlations
(smaller than 0.2) with the velocity fields (Tab. 2).

c. Azores current

The third region is an area between30
◦

W and20
◦

W and
between30◦N and40◦N in the Azores current in the North
East Atlantic. The kinetic energy is still intensified at the
surface and decays with depth but with much smaller am-
plitude than the two other regions. Figure 4a shows that the
buoyancy r.m.s. has also a much smaller amplitude. In this
region, the complete and incomplete methods give almost
the same buoyancy r.m.s for all depth except in the shallow
mixed layer (50 m). Indeed, the r.m.s. of the difference be-
tween the observed buoyancy and its complete or incomplete
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(a) observed surface vorticity (NAD region)
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(c) barotropic mode vorticity
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(d) first baroclinic mode vorticity
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FIG. 8. Same meaning as for Fig. 6 but in region NAD.

KE decomposition spectra at z=0 m (NAD region)
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FIG. 9. Spectra of kinetic energy at the ocean surface for the
NAD region. Same definition as in Fig. 7.

reconstruction shows a similar picture (Fig. 4b).

As might be expected, in this region, the decomposition
gives a quite different result from the two other cases. The
decomposition of the surface fields in Fig. 10 shows that the
surface mode concentrates in small-scale frontal structures.

However it does not dominate at the ocean surface but has
the same amplitude as the first baroclinic mode. The baro-
tropic mode is still of weaker amplitude and at larger scales.
Contrary to the other cases, the sum of interior modes cor-
relates better with the observed vorticity and velocity fields
at ocean surface than the surface mode (Tab. 1). In addi-
tion, the first baroclinic mode is strongly correlated with the
surface fields for each dynamical variable.

The kinetic energy spectra (Fig. 11a) show that the in-
terior modes dominate for almost all scales. Two excep-
tions are the larger scales where both surface and interior
contributions have the same amplitude and scales close to
30 km for which the surface mode becomes as important as
the interior modes. This confirms the visual inspection of
Fig. 10. The interior contribution comes essentially from the
first baroclinic mode and it has the same amplitude as the
surface mode for all wavelengths (except for scales larger
than 600 km). As a result, both the surface mode and the
first baroclinic mode positively contribute to the observed
surface flow, as confirmed by the correlation coefficients in
Tab. 1. At depth, the interior modes have a quite strong cor-
relation with the surface fields (around 0.9) whereas the sur-
face mode has a weaker correlation (around 0.3) as shown
in Tab. 2. The surface mode is quite weak for all wave-
lengths as can be seen in Fig. 11b and the first baroclinic
mode dominates almost entirely the kinetic energy spectrum
at this depth. The Azores region contrasts with the two other



VERTICAL MODES AND SURFACE DYNAMICS 11

(a) observed surface vorticity (AC region)
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(c) barotropic mode vorticity
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(d) first baroclinic mode vorticity
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FIG. 10. Same meaning as for Fig. 6 but in region AC.

cases as, here, the energy is essentially captured by the first
baroclinic mode and not by the surface mode. An exami-
nation of other regions shows this is not the sole case (see
below).

5. Discussion

The three oceanic regions with strong mesoscale activity
display some features in common and some marked differ-
ences: for all regions, the first baroclinic mode dominates
over the other barotropic and baroclinic modes. This re-
sult is similar to conclusions of Wunsch (1997) and Smith
and Vallis (2001) who respectively examinedin situ data
and simulations of QG turbulence. Also, in each region, ki-
netic energy is intensified at the ocean surface and buoyancy
anomalies are intensified underneath the mixed layer. How-
ever, in two of the regions (Gulf Stream and North Atlantic
Drift) the surface mode has a more intense signal than the in-
terior modes while in the Azores current the first baroclinic
mode is the larger one. This different behavior was found
to be quite general for all regions studied in the North At-
lantic. Indeed plotting the ratio of the r.m.s. of relative vor-
ticity due to interior modes and to the surface mode (Fig. 12)
shows that the surface mode dominates in a large fraction of
the Atlantic ocean (19 regions of size6◦× 5◦ where the sur-
face mode dominates against 12 regions where the interior

modes dominate). It is interesting to note that the surface
mode dominates in the Gulf Stream and North Atlantic cur-
rent, while the interior modes dominate in the recirculating
branch of the gyre (Azores current and Portugal current).

Theoretical developments of Lapeyre and Klein (2006a)
who investigated the link between surface and interior dy-
namics may provide some interpretation of this result and
may explain the localization of regions dominated by the
first baroclinic mode or by the surface mode. As explained
in Section 2, the PV inversion problem can be decomposed
into two sub-problems (9) and (10). Using the assumption
that large-scale PV and surface buoyancy meridional gradi-
ents are the first source of mesoscale anomalies of PV and
surface buoyancy, one obtains

(
∂

∂t
+ u · ∇

)
PV ′ = −v ∂PV

∂y
(27a)

(
∂

∂t
+ us · ∇

)
b′s = −vs

∂bs
∂y

(27b)

wherePV ′ and b′s are mesoscale anomalies andPV and
bs are large-scale variables. Considering that the velocity
field has slow variations in the vertical (at least in the upper
oceanic layers), Lapeyre and Klein (2006a) derived a rela-
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(a) KE decomposition spectra at z=0 m (AC region)
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FIG. 11. Spectra of kinetic energy at the ocean surface (a) and at
460 m (b) for the AC region. Same definition as in Fig. 7.

tion between the anomalies

PV ′ ≈ ∂yPV

∂ybs
b′s (28)

The reason is that the velocity field advects and stirs the
PV and surface buoyancy down their mean gradient in the
same manner. The large-scale PV gradient is proportional
in first approximation to the buoyancy gradient∂yPV ≈
∂z(f

2

0N
−2∂z(∂yb)) so that there exists a strong correla-

tion between∂yPV and ∂ybs. The stirring process then
drives the correlation that exists at large-scale to small scales
through the tracer cascades of interior PV and surface buoy-
ancy. The inversion of PV that givesψint will thus be corre-
lated to the inversion of surface buoyancy that givesψsur .

To confirm this result, the regression ofPV ′ on b′s can
be compared with the regression of∂yPV on ∂ybs (that is
notedΓ for future use) choosing 400 km as the wavelength
of separation between meso and large scales (fields have
been respectively high and low pass filtered). Here, values
underneath the mixed layer (ML) were chosen for surface
buoyancy values in order to to reflect proper QG dynam-
ics since surface buoyancy reflects either surface forcing or
buoyancy underneath the ML depending on the wind condi-
tions (Klein and Hua 1990). This has for effect to increase
the correlation betweenPV ′ andb′s as expected. As shown
in Fig.13a, in the three oceanic regions, the two regressions
qualitatively match each other for the first 1000 meters. Re-
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FIG. 12. Ratio of rms of relative vorticity due to interior modes
and rms of surface-mode relative vorticity taken at surface. The
numbers inside each box correspond to their identification number.

lation (28) is further confirmed by the quite strong positive
or negative correlations between interior PV anomalies and
surface buoyancy anomalies (Fig.13b). It can also be noted
that the sign of the correlation is the same as the regression
of ∂yPV on∂ybs (compare Fig.13a and b).

As a result, it can be expected that the sign and amplitude
of Γ, the regression of∂yPV on ∂ybs, should impact the
relation betweenψint andψsur . Figure 14a shows the scat-
terplot of Γ and the ratio of r.m.s of vorticities due toψint

andψsur evaluated at the ocean surface. For small values of
Γ, there is a tendency towards dominance of vorticity of the
surface mode, while for large values the interior modes tend
to dominate. However there is a strong asymmetry between
positive and negative values ofΓ. Regions dominated by
interior modes correspond to negativeΓ. In these regions,
the correlation between−Γ and surface and interior mode
vorticity ratio is 0.75 which indicates that the large scale
gradients are important in determining the relative impor-
tance of each mode as expected. On the other hand, regions
dominated by the surface mode correspond mainly to pos-
itive Γ. For these regions, the correlation between the in-
terior/surface mode ratio andΓ is only 0.6 (removing box
21, 28 and 44 from the computation of the correlation coef-
ficient).

Since, for negativeΓ, the interior modes should domi-
nate the surface signal, the vorticity due to the interior modes
should be positively correlated with the observed vorticity at
ocean surface. On the contrary, for positiveΓ, the surface
mode will dominate. Since the surface buoyancy behaves
as a negative PV source−(f0/N

2)bsδ(z) (see Bretherton
1966; Lapeyre and Klein 2006a) and since in these regions
PV ′ andb′s are positively correlated (due toΓ > 0), ψint

andψsur will be anti-correlated. Therefore, the vorticity due
to the interior modes can be expected to be negatively cor-
related with the observed vorticity. Fig. 14b confirms this
reasoning as it shows thatΓ and the correlation of the inte-
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(a) regression of  PV  on buoyancy
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FIG. 13. (a) Regression ofPV ′(x, y, z) on b′s(x, y) (solid line)
and the regression of∂yPV (x, y, z) on ∂ybs(x, y) (dashed line)
as a function of depthz. (b) Spatial correlation coefficient of
PV ′(x, y, z) with b′s(x, y) as a function of depthz. For each panel,
blue curves correspond to Gulf Stream region, red curves to the
Azores region and black curve to the North Atlantic Drift.

rior mode vorticity and the observed vorticity taken atz = 0
vary in opposite directions . At 460 m, the interior modes
begin to dominate the surface trapped mode and the correla-
tion is positive through the Atlantic (not shown). The surface
mode has therefore a weak influence at depth.

We thus see that the dominance of the surface mode or
the fist baroclinic mode depends on the large-scale forc-
ings. As a result, the velocity and vorticity fields observed
at the ocean surface do not in general reflect the first baro-
clinic mode. This is not an artifact of the decomposition
method because the method takes into account the thermal
wind balance and is consistent with QG dynamics, while an
incomplete decomposition would not fulfill the requirement
of non-vanishing surface buoyancy. The incomplete decom-
position would project the surface mode signal onto the first
baroclinic mode. This would tend to overestimate the role
of the first baroclinic mode in the dynamics. Indeed, the
first baroclinic mode dominates when doing an incomplete
decomposition for the GS and NAD regions (not shown).
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FIG. 14. (a) Scatter plot ofΓ (abscissa) (in km−1) and ratio
of r.m.s. ofζint and r.m.s. ofζsur. On both figure, each point
corresponds to one region of Fig. 12 identified by its number.(b)
Scatter plot ofΓ (abscissa) (in km−1) and correlation coefficient of
observed vorticity at surface and interior mode vorticity (ordinate).

6. Conclusion

In this paper, it has been shown that the decomposition
of a quasigeostrophic flow into barotropic and baroclinic
modes is not complete because it does not satisfy the non-
vanishing buoyancy at the ocean surface. To take into ac-
count this component, a mode with zero quasi-geostrophic
potential vorticity needs to be added, that fulfils the bound-
ary condition at the ocean surface. This mode is surface
trapped (or surface intensified) and corresponds to the SQG
dynamics (Held et al. 1995). It is not orthogonal to the baro-
clinic mode and projects essentially on the first baroclinic
mode at mesoscales and on the barotropic mode at larger
scales.

A complete decomposition (interior barotropic, baroclinic
modes and surface-trapped mode) has been performed for
a numerical simulation of the Atlantic Ocean that resolves
mesoscale dynamics. The surface mode contribution was
found to be as large as the contribution of the first baroclinic
mode for all the Atlantic ocean for the upper oceanic layers.
The contributions of the barotropic or the other baroclinic
modes are systematically weaker. In the most energetic part
of the North Atlantic (Gulf Stream and North Atlantic Drift
areas), the surface flow mostly reflects the surface mode.
Since the surface buoyancy plays the role of a Dirac func-
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tion in PV and since the mesoscale flow is primarily forced
by baroclinic instability, it can be shown that the large-scale
gradients of PV and surface buoyancy determine which (first
baroclinic or surface) is the dominant mode.

Therefore satellite altimetry does not always reflect the
first baroclinic mode as claimed by different authors (Stam-
mer 1997; Scott and Arbic 2007). This strengthens in part
the applicability of the effective SQG method (Lapeyre and
Klein 2006a; LaCasce and Mahadevan 2006; Isern-Fontanet
et al. 2006, 2007) which is a method based on the surface
mode to reconstruct the dynamics of the upper ocean from
surface buoyancy only using a constantN2. Finally these re-
sults exacerbate the need to understand the coupling between
interior PV anomalies and surface buoyancy anomalies, and
in particular the observed anticorrelation between the first
baroclinic mode and the surface mode.

Acknowledgments. The author wants to acknowledge
stimulating discussion about the surface dynamics with Patrice
Klein, Shafer Smith and Rob Scott. Also Matthew Hecht and
Patrice Klein have provided the numerical simulation used in
this paper.

Appendix.Technical aspect of the decomposition

The streamfunction and buoyancy fields need to be prop-
erly balanced to solve at the same time (9) and (10). In gen-
eral, this is not strictly true (in particular in the mixed layer).
To impose thermal wind balance, the method proposed by
Rudnick (1996) was followed, which consists in writing

ψ = φ+ R (29)

with

R =
1

f0

∫ z

−H

b dz (30)

H is chosen to beH = 3600 m. If the functional
∫ z

−H

∫∫ (
(−∂yψ − uobs)

2 + (∂xψ − vobs)
2
)
dxdydz

(31)
is minimized, a constraint forφ is obtained,

∇2φ =
1

H

∫
0

−H

(ζobs −∇2R)dz (32)

The streamfunctionφ + R is in thermal wind balance with
the buoyancyb and this gives a better result for the recon-
struction. It has been checked that the streamfunctionφ+R
is very similar to the real one (not shown).

The decomposition (16) with (17) problem can be dis-
cretized and solved through matrix diagonalization and us-
ing the fact that∂zÊ(z = 0) = 1 is mathematically equiv-
alent to a Dirac function in the right hand side of (17) (see
Bretherton 1966; Lapeyre and Klein 2006a). IfÊ(k, z) is
projected on each interior modeFj , one obtainsn+ 1 equa-
tions withn+ 2 unknowns (̂αj(k) andγ̂(k)),

α̂j(k)+ γ̂(k)

∫
0

−H

Fj(z)Ê(k, z)dz =

∫
0

−H

Fj(z)ψ̂(k, z)dz

(33)

for j = 0 to n. The last equation is found by minimizing the
functional

I =

∫∫ 0

z0

∣∣∣∣∣∣
b̂(k, z) − f0

n∑

j=0

α̂j(k)
∂Fj

∂z
(z)

−γ̂(k)f0
∂Ê

∂z
(k, z)

∣∣∣∣∣

2

dzdk (34)

Using (33), one obtains

I =

∫∫
0

z0

∣∣∣∣∣∣
b̂(k, z) − f0

n∑

j=0

ψ̂j(k)
∂Fj

∂z
(z) (35)

−γ̂(k)f0



∂Ê
∂z

(k, z) −
n∑

j=0

Êj(k)
∂Fj

∂z
(z)





∣∣∣∣∣∣

2

dzdk

where

ψ̂j(k) =

∫
0

−H

Fj(z)ψ̂(k, z)dz (36a)

Êj(k) =

∫ 0

−H

Fj(z)Ê(k, z)dz (36b)

The minimum of the functional is reached whenDI/Dγ̂(k) =
0, i.e.

γ̂(k)

∫
0

z0

∣∣∣∣∣∣
∂Ê

∂z
(k, z) −

n∑

j=0

Êj(k)
∂Fj

∂z
(z))

∣∣∣∣∣∣

2

dz =

∫
0

z0



 b̂(k, z)
f0

−
n∑

j=0

ψ̂j(k)
∂Fj

∂z
(z)



×



∂Ê
∂z

(z) −
n∑

j=0

Êj(k)
∂Fj

∂z
(z)



 dz (37)

which determineŝγ(k). As the surface mode is trapped in
the upper oceanic layers, the integrals are evaluated between
the surface andz0 = −400 m. This method is more ro-
bust than a method that would instead use an equation for
the buoyancy at a particular level. In this case, the solution
is strongly sensitive to the choice of the vertical level (not
shown).

The computation of only 8 vertical modes (n = 7) has
been considered because the higher modes are not numeri-
cally well resolved (due to the vertical discretization on 32
levels between the surface and 3600 m in the POP simula-
tion). Also, the vertical profiles of the meanN2 have been
smoothed following Emery et al. (1984):N2 is interpolated
on a grid 2.4 times thinner, smoothed with a Gaussian weight
over 5 grid points and then reinterpolated on the original
grid. Values ofN2 smaller than10−7 s−2 are replaced by
10−7 s−2. Finally Ê is computed on a grid 4 times thinner
so that the Dirac function of PV can be replaced by a step
function. Then it is interpolated back on the original grid.
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